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PHASE TRANSITION OF 2D DIPOLE SYSTEMS IN SCREENING MEDIA

Abstract: The dynamical phase transition of the two-dimensional (2D) electric dipole
systems with a background screening charge has been investigated via molecular dynamics sim-
ulations. In the simulations three cases of the screening strength, including the bare dipole-
dipole interactions, have been examined. In the case where the screening is absent, the quasi-
long-range behavior of the bare dipole-dipole interaction potential was handled by implement-
ing the extension of the Wolf method, the gradient shifted force electrostatics. This method ena-
bles to efficiently reduce the computational cost of the simulations to O(N)with the number of
dipoles in the system. The effect of the screening on the course of the solid — liquid phase transi-
tions has been analyzed in detail via the track of the orientational order parameters and polygon
order parameter. Results show that the solid — liquid phase transition points of the system occur
at lower values of the temperature, or larger values of coupling parameter, due to the screening.
We observe that the shift of the melting and freezing points to lower values of the temperature
becomes considerable as the strength of the screening is increased.

Key words: two-dimensional (2D) electric dipole systems, screening, the polygon con-
struction method, the Wolf method, the gradient shifted force method.
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2D TATIOJIBABIK JKYWEJEPIIH DKPAHJIANTHIH OPTAJIA
®A3AJIBIK AYBICYBI

Annoramus. Exi enmemai (2D) anekTpitik AATIONBII KyhenepaiH GOHIBIK IKpaHIayIIIbl
3apsATTap OpTAachlHAA AWHAMUKAJIBIK (Da3ajblkay BICYBI, MOJIEKYJAJBIK AWHAMUKA OIICiHIH
KOMETIMEH, 3epTTeiiai. Mojaenbaey Ke3iHae dSKpaHaaayablH YIII KaFaibl 3epTTEII/, OHBIH 1IIiH
Jie JATIONBIAPIBIH JKPaHAAIyChI3 e3apa dpeKeTTecyl KapacThIpbULIbL. DKpaHaary OoJMaraH
XKaraaiaa, AUIONb-AUIIONABIH €3apa 9peKeTTeCcy MOTEeHIHMANbl, UIoNbaapra apHairad Bonbg
OMICIH KOJIIaHy apKbUIbI, ©3rePTLIIN Ka3bulibl. Byl o/ic MoAenbACydiH €CenTey IIbIFbIHBIH
O(N) perinae THIMAI TOMEHIETYre MYMKIHIIK Oepe/i. DKpaHJamyIblH KpUCTAT — CYHBIK (a-
3aJIBIK aybICYJIap MPOIIECiHE acepi TOpTIO mapaMeTpliepiH ecenTey MeH KOmOypHIITapIsl Kypy
OIiCiH KOJIAaHy apKbLIbI erkel-Terkeitni 3eprreni. Hotmwxkenep dazanbik aybicy HyKTenepiHiH
SKpaHJANyJbIH OCEpPIHEH TOMEH TemIieparypa MaHJepiHe Kapail BIFbICATHIHBIH KOpCeTeli.
CoHpaii-ax, 0aiKy »oHE KpUCTaIJaHy HYKTEJIEPiHiH TOMEHTI TeMIIepaTypa MOHJIEPiHE BIFBICYHI
JUTIONIBAAPABIH (DOHIBIK 3apsiIleH SKpaHAaly KL >KOFapbllaraH cailblH apTaThIHBI Oaiikaia-
ITBL.

Tyiiin ce3aep: exi-emmemai (2D) qunosbai xyienep, GOHABIK SKpaHIaYIIIbl 3apsi/,
KenOypsITapas! Kypy 94ici, Bonbd axici.
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®A30BbIii MEPEXO/ 2D JUMOJbHBIX CUCTEM B DKPAHUPYIOIAX
CPEJIAX

AnHoTamus. J{unamudeckuil (a3oBbIid Tepexo]] AByMepHBIX (2D) anekTpudeckux mau-
MOJIBHBIX CUCTEM ¢ (POHOBBIM SKPAHUPYIOIINUM 3apsiIoM ObIIT UCCIIEIOBAH C MOMOIIBIO MOJIEKY-
JSIPHO-IMHAMHYECKOTO MOJICTUPOBaHUs. [IpU MOJENUpOBaHWUM OBUTH W3Y4YCHBI TPHU CIydas
SKpaHUPOBAHMS, BKIIIOYAS JUIOIb-TUIIOIBHOE B3aMMOJICHCTBIE O3 dKpaHupoBaHus. B ciyudae,
KOTJIa DSKpaHHUPOBAaHHE OTCYTCTBYET, KBa3H-JAJIbHOJCHCTBYIOIIUN  XapakTep JUIOJb-
JIUIOJILHOTO MOTEHIMATa B3aUMOCHCTBHS ObLT BHIOU3MCHEH IyTEM HCIOJIb30BAHUS METO/A
Bonbda mns gunonedt. DTOT MeTo ] 03BOJIsAeT S()(HEKTUBHO CHU3UTh BHIYMCIUTEIBLHBIC 3aTPaThI
MoenupoBanus kak O(N)c KoIM4ecTBOM JUINONEH B cucTeme. BiausHue skpanupoBanus ¢o-
HOBBIM 3apsJIOM JTUTIONEH Ha Mpoliecc MPOTeKaHus (Ha30BbIX MEPEXO0B KPUCTAIT — KUIAKOCTh
OBLT MOPOOHO MPOAHATU3UPOBAH C MOMOIIBIO pacyeTa MapaMeTpOB OPUECHTAUOHHOTO MOPS-
Ka U UCHOJb30BAHMEM METOJa MOCTPOCHHUS TMOJUTOHOB. Pe3ynbTaThl MOKa3bIBAIOT, YTO H3-32
SKpaHUPOBAHMS TOYKU (Pa30BOT0 MEepeXxoia KPUCTAIT — KHUIAKOCTh TUIOIBHBIX CUCTEM CMEIla-
I0TCSl Ha OoJiee HU3KHME 3HAYCHHUS TEMIIEPATyp, WM Ha OONbIIME 3HAYCHUS MapameTpa CBS3H.
Taxxe, Mbl HaOJIFOIa€M YTO CMEIICHUE TOYEK IUIABJICHHUS U KPUCTAJLIU3AIMKM B CTOPOHY OoJiee
HU3KHUX 3HAYCHUM TeMIIepaTyp CTaHOBHUTCS 0OJICe 3HAUMUTEIILHBIM TI0 MEPE YBEIUYCHUS CHIIBI
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9KpaHUPOBaHUs (POHOBBIM 3aPSIIOM.

KiroueBble ciioBa: ABYMCPHBIE JTUIIOJIBHBIE CUCTEMBI, SKPaHUPOBAHUE, METOA IIOCTPOEC-

HUS MHOT'OYTOJILHUKOB, MeTo1 Bonbda.

Introduction

This paper presents the investigationofthe
phase transitionof two-dimensional (2D) elec-
tric dipole systems in the presence of the
screening background charge.A 2D many-
particle model system with the classical dipole-
dipole interaction potential can serve as base for
the research and prediction of properties of such
systems as 2D complex plasmas [1, 2], polar
molecules with low areal density [3, 4], 2D col-
loidal systems [5-7], and semiconductors [8, 9].

Depending on the degree of screening the
dipole-dipole interaction potential changes its
behavior from quasi-long range to short
range.Therefore, in order to run simulations
with bare interaction potential, as well as main-
taining the accuracy of calculations, one has to
either generate rather large number of dipoles or
implement some technique to circumvent the
quasi-long-range behavior. Clearly, the first op-
tion is not a good choice for ordinary comput-
ers, so only option that remains is the modifica-
tion of the interaction potential.

The quasi-long range character of the pure
potential can be circumvented by many meth-
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ods [10, 12] which can be classified as: implicit
(dielectric continuum, static dipolar fields
methods) [13, 14], explicit (Ewald method,
shifting or truncation of a potential) [15,16],
and the combination of the latter two (reaction-
field type, fast multipole methods) [17 —
19].The most widely used and preferred meth-
ods among the listed are the Ewald method or
Ewald based methods, such as the particle-mesh
Ewald, particle-particle particle-mesh Ewald,
and smooth particle mesh Ewald [15, 20 —
24].However, despite its popularity and com-
mon use the Ewald based methods have high
computational cost, for given Nparticles at best
scaling as O(NlogN)[12, 19]. In addition, be-
cause of the required artificial periodicity in the
Ewald sum it can be problematic in the simula-
tion of some systems [20, 24].

Another method, similar to that of the
Ewald method, has been developed by Wolf et
al. Authors suggested that the effective Cou-
lomb interactions in condensed systems is ef-
fectively short ranged and the true interaction
potential of a particle with all other particles
falls off as 1/r> [25, 26].They also have shown
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that this suggestion holds for disordered sys-
tems, as well.This method, called the Wolf
method, is relatively simple in implementation
compared to all other existing methods.It re-
quires only simple modifications to the direct
pairwise sum and as a result computational ef-
fort scales as O(N), also there is no artificially
imposed periodicity as in the Ewald method. In
this work, we implement the extension of the
Wolf method for higher-order multipoles called
gradient shifted force (GFS) electrostatics to
simulate dipole systems with the pure interac-
tion potential.

In the next section, we discuss the interac-
tion potential, implementation of the GSF
method, and thedescription of simulation meth-
od. Then, we present the results and discussions
on the phase transition simulations.

Model system

The model system consists of N = 5041
point dipoles with equal and parallel dipole
moments. Particles areconstrained in square

with sidelength L/a = VN, where a — the
mean interparticle distance, with periodic
boundary conditions implemented at the bound-
aries. The bare pair interaction energy between
particles with dipole moment pis written as fol-

lows
2

p
Ameyr3 #(1)

As was mentioned earlier Eq. (1) exhibits
quasi-long-range behavior, thus we use GFS
electrostatics[27] in order to effectively trans-
form it into short-range. The GSF treatment of
the pair interaction energy of pure dipoles is
given by [27]

2
p
i Eou(r).
where 1, is the cutoff radius which is set to
1. = 12 a and u(r) has the form

UGSF = r< Tc,#(Z)

un) = L2 - L2
- (r—rn) <— g(ZC) + h(:C)).

The functions g and h denotes first and se-
cond derivatives of expressionerfc(ar)/r,
where the error function serves as damping and
a is the damping parameter which we set
a=02a"! in our simulations. If we use
Smith’s functions [28]
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B,(r) = erfc(ar)/r,

1 2
Bir) = 3(Bor) + mep(—a?r),

1
B,(r) = ") <3Bl(r)

4¢3
+ —exp(—a?r?) |,
N p( ))

then we can write gand has
g(r) = —rBy1(r),
h(r) = =B, (r) + 2B, (7).
The total interaction energy is computed as
follows [27]

1 N N N
Ui =5 ) > Vase + ) Usar, #(3)
i=1

i=1 j=1
that is, by including self-term Ugs in the sum-
mation, which is given by

p’ 2g(r.) 2a°

Ugerr = m(h(rc) + . ﬁ)

For values of screening of our interest the
screened dipole-dipole interaction potential is
short-range, hence there is no need to transform
the original form of the potential. In this case,
the screened pair interaction energy is given by
[29]

p? exp(—k,r)
U= 4meyr3
where k; is the inverse screening length.
The dimensionless coupling parameter
I, = p?/(4meya3kyT) and screening parame-
ter k = ak, set up the conditions of the model
system. In the following, we will focus on three
values of the screening parameter k = 0, k = 1,
andx = 2.

(1 + ker), #(4)

Results and discussions

We investigate phase transition by means
of polygon construction method of Glaser and
Clark [30, 31]. This method enables us to track
the proliferation of the order and disorder dur-
ing the phase transition simulations. It does so
by means of identifying excess volume in the
structure. In order to use the polygon construc-
tion method, we first measure the position of
each particle creating the particle position map
shown Fig. 1 (a). Then, bonds have to be crated
between particles, so that long bonds are re-
moved resulting the triangulation map (see Fig.
1 (b)). At the end, depending on the resulting
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triangulation map the polygon map is created
similar to that presented in Fig. 1 (c).
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c)
(a) the measurement of particles' positions,
(b) the construction of bonds via the Delaunay triangula-
tion with long bonds removed,
(c) the polygon map that covers entire plane.

Figure 1 — The construction
of the polygon map.

The important criteria of identifying long
bonds is done as follows. A bond is considered
to be long and removed if the opposite angle to
the bond exceeds the value of threshold angle
0:1, [30, 31]. For example, see Fig. 2 where long
bondsare shown as dashed red line. After these
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bonds are removed the quadrilaterals result
identifying defects in the structure. The choice
for 8, is arbitrary as long as it varies between
60° and 90°. In our simulations we set
ch = 750

'-'-V-V-V—'—

VA

KRR
\/ A VAV

AVAVA!A'E 2

A‘A-A

. b)

By removing bonds that are opposite to large angles from

the triangulation map, marked by dashed red lines in (a),
we obtain the polygon map in (b)

Figure 2 — The long bond removal.

In the polygon construction method poly-
gons that are triangles termed as geometrical
defects. Depending on the degree of disorder
the fraction of non-triangular polygons is ar-
ranged successively as shown qualitatively in
the following diagram.

O

ALl O @

order

disorder

Two quantities obtained by polygon con-
struction method are the polygon order parame-
ter and vertex fraction. The first one is defined
as follows
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P, = Ny #(5)
P 2N’

where N, is the number of polygons with
p(p = 3,4,5,6)sides.

Second, the vertex fraction is obtained from
knowing the amount of each vertex type, where
the vertex type means how the different poly-
gons adjoin around a vertex. Overall, Glaser
and Clark have identified twenty-five types of
vertices and assigned a letter to each from A to
Y [31]. Some of vertex types are presented in
the diagram below.

[Vertex
type

[Vertex
type \

® &
-6
o 4idll=_IK

The number of each vertex type N,, (where
a subscript v  denotes the  vertex
typeAd, B,C,...,Y) is normalized by the total
amount of vertices Ni** to give the fraction of
eachvertex in the system structure [32], i.e.

4 -#(6)

Vertex
type

Diagram Diagram Diagram

A

G

H

_ v

In the beginning of our simulations we start
from the solid state corresponding to I', = 500.
Then, gradually heat the system at rate dT/
dt = 107° swp, Where wj, — is the characteris-
tic dipole oscillation frequency and &=
p?/(4meyalky), until T, reaches the value of
50. After that, we run simulations backwards
from I, =50 to I, = 500. Simulations are
carried out for three values of «. In the course
of the simulation the model system experiences
melting and freezing. Our aim is to use polygon
construction method to investigate in details the
process of phase transition and look for the im-
pacts of screening on melting and freezing.

Fig. 3 illustrates the use of the polygon
construction method where vertices match the
position of particles and all alike polygons
drawn with the same color: triangles — green,
quadrilaterals —yellow, pentagons — orange,
hexagons — red, and polygons with seven or
more sides — white.We are able to observe the
emergence of more abundant geometrical de-

Bwin.22 T.2 2020

10

Kypuan npobnem 360on10uunu OmKpuimulx cucmem

fects as a result of stronger screening at speci-
fied value of the coupling parameter.Fig. 3 (a) —
(c) are sample maps at I, = 200and Fig. 3 (d)
—(f) at T, = 150.

T, =200

(a) k=0 b)xk=1

(a) — (c) are sample maps at I', = 200 and (d) — (f) at

Figure 3 — Polygon maps for 2D electric
dipole systems at two values of the coupling
parameter and successive
strength of the screening

During the phase transition simulations, we
measure polygon order parameters and vertex
fractions. The evolution of the latter two with
time are presented in Fig. 4 and 5.We can ob-
serve that during the heating period the number
of triangular polygons start to diminish while
other polygons begin to emerge and vice-versa
during the cooling period.Triangular polygon
order parameter P; experiences undergoes de-
crease in the first stage and increase in the se-
cond stage experiencing abrupt jump up and
down during the simulation.Quadrilateral poly-
gon order parameter P,seems like to reach some
plateau after sudden jump in its value during the
first stage, after the cooling stage starts P, stays
at plateau before experiencing sudden fall (see
Fig. 4 (b)).In the case of pentagon polygon or-
der parameter P; we also notice the sudden
jump, but here polygons continue to proliferate
during the whole heating period, Psshows the
same trend as in first the stage but in reverse
direction during the second stage of the simula-
tion (Fig. 4 (c)).Hexagonal polygon order pa-
rameter Pgreveals almost steady growth until
the cooling period is reached, after that it un-
dergoes steady decrease (Fig. 4 (d)).By observ-
ing the impact of screening on polygon order
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parameters in Fig. 4 we may conclude that the
screening facilitates faster spread of the disor-
der in the system.

1.00

0.0
0.070

a7 0.035

0.000
0.02

a2 001

0.00
5000

1 1

14000 23000 32000

t [o,"]

41000

Figure 4 — Evolution of polygon order pa-
rameters during heating and cooling periods

Vertex fractions shown in Fig. 5 also con-
firms above stated fact. It looks like that differ-
ent vertex types interchangeably grow and di-
minish during the phase transition simulations.
For instance, we see at the beginning of the
simulation high fraction of vertex type A, but
after heating is progresses V, decreases while
all other vertex types increase. However, at
some moment of time vertex types of B,C,E, F
reach their maximum value and start to fall in-
dicated byVg,V:, Vg, and Vgpvertex fractions
shown in Fig. 5. Also, it is interesting to note
that vertex fractions have sudden change in its
value at some moment of time. This is clearly
observed by V; and V. As will be shown be-
low, that sudden change may be the signal of
solid — liquid phase transition.

From the results presented Fig. 5, one can
notice the slight non-symmetry between heating
and cooling periods. This may suggest that
melting and freezing occurs at different values
of the system temperature. We can check this
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by plotting defect fraction (DF) vs. temperature.
The DF is defined as follows [33]
F_B+C+D+...+X+Y+Z

#(7)

N

1.0
0.5

0.0
0.16

Vi

0.08

0.00
0.12

0.06

Ve

0.00
0.18

0.09

Vg

= 0.09 F 2

Goop®™ . , o e . L . 5
0.070 | i

=70.035 | ~

0.000
5000

32000

1
23000

t [‘”n’l]

14000 41000

Figure 5 — Evolution of vertex fractions of
type A, B, C,E, F,and G during heating and
cooling periods

The result is shown in Fig. 6 where arrows
indicate direction of simulation. As expected,
melting and freezing occurs at different points
revealed by the hysteresis. The cause of the hys-
teresis could be the result of finite temperature
change [34]. Thus, in the infinite temperature
change no hysteresis should occur.

Apart from hysteresis, we see that screen-
ing causes the phase transition point of the sys-
tem to occur somewhat at larger values of the
coupling parameter or lower system tempera-
ture. By examining the data in Fig. 6, we con-
clude that solid — liquid phase transition occurs
for k = 0 at about kgzT/e = 0.014, for k = 1
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at kgT /e = 0.011, andfor k = 2 at kgzT/e =
0.006.

0.8
0.6
0.4

DF

0.2

0.8

0.6
0.4

DF

0.2

0.8

0.6 |

04 #¢ |

DF

0.2

¥ ]

(e)x=2
0.0 i
0.002

0.008 0.014
kT /e

0.020

Figure 6 — Defect fraction computed for the 2D
system of electric dipoles at three values of
screening

One thing which is evident from Fig. 6 is that
DF eventually decreases and falls faster with
the increasing screening parameter. This drop
can be explained by the fact that, as heating
progresses more and more non-six type vertices
are formed which take greater volume. As a re-
sult, much of the space becomes trapped in de-
fect vertices and the total number of vertices
decreases giving the plot shown in Fig. 6.

Conclusions

The impact of dipole screening, which due
to background charge, on the phase transition
points of 2D electric dipoles has been investi-
gated. It has been found via the polygon con-
struction method that screening effectively
shifts solid — liquid phase transition points to
the lower values of temperature. This in turn
implies that the screening facilitates the spread
of disorder which has been checked by the
phase transition simulations.

It is important to note that bare dipole-
dipole interaction potential has been trans-
formed into short-range potential by implement-
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ing GFS electrostatics. This method enabled us
to perform simulations with less computational
effort scaling as O(N).
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